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Abstract 
Conversational agents (CAs) have attracted the interest of organizations due to their potential for  
automated service provision combined with the feeling of a human-like interaction. Emerging studies 
on CAs indicate a positive impact of humanness on customer perception and explore approaches for 
their anthropomorphic design, comprising both appearance and behavior of the agent. While these 
studies provide valuable knowledge on how to design human-like CAs, we still lack an understanding 
of the limited conversational capabilities of this technology and their impact on user perception.  
Oftentimes, these limitations lead to frustrated users and discontinued CAs in practice. We address 
this gap by investigating the impact of response failure, understood as the inability of a CA to provide 
a meaningful reply, in a service context drawing on Social Response Theory and the Theory of  
Uncanny Valley. By means of an experiment with 169 participants, we find that (1) response failure is 
detrimental to the perception of humanness and increases feelings of uncanniness, (2) humanness  
(uncanniness) positively (negatively) influences familiarity and service satisfaction, and (3) the  
negative impact of response failure on user perception is significant yet it does not lead to a sharp 
drop as posited by the Theory of Uncanny Valley.  
Keywords:  Conversational Agent, Anthropomorphic Design, Social Response Theory, Theory of  

Uncanny Valley. 

1 Introduction 
Conversational agents (CAs), defined as technological artifacts with which users interact through 
natural language (McTear et al., 2016), continue to gain interest in research (Maedche et al., 2019) and 
practice (Oracle, 2016) alike. Praised for their potential to provide a human-like interaction 
experience, CAs are increasingly used in private as well as professional life. From a theoretical 
perspective, such agents are a particular interesting phenomenon as humans show social responses to 
these agents (Pfeuffer et al., 2019). As posited by Social Response Theory (Reeves and Nass, 1996; 
Nass and Moon, 2000), the manifold social cues of CAs, such as the interaction via natural language, 
having a name and (human-like) avatar, or the expression of emotions through verbal and non-verbal 
communication, trigger social responses and lead users to anthropomorphize CAs (Seeger et al., 
2018). Emerging design-oriented studies on human-like CAs provide valuable knowledge on the 
impact of social cues on humanness, understood as the degree to which users attribute actual human 
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properties (e.g. thoughtfulness) to the agent. Moreover, different research suggests further effects of 
anthropomorphism, such as on service satisfaction (Gnewuch et al., 2018; Diederich et al., 2019c), 
likability (Bickmore and Picard, 2005), or familiarity (de Visser et al., 2016). Thus, the perception of 
anthropomorphism can contribute to relevant context-specific variables. To make these artifacts 
appear as human-like as possible, the growing knowledge base for anthropomorphic CA design offers 
various social cues that can be incorporated in the design (Feine et al., 2019).  
While these studies provide valuable knowledge for crafting CAs with a human-like appearance and 
behavior, the current debate for anthropomorphic design neglects the practical problem of limited 
conversational capabilities. As these studies were primarily carried out by means of experimental 
research where users were given a specific set of tasks or interacted with a human in a Wizard-of-Oz 
setting (Diederich et al., 2019a), the CAs were able to provide relevant responses to the users’ 
requests. In practice, however, designing agents that continuously offer meaningful responses in an 
evolving dialogue represents a major challenge (Følstad and Brandtzæg, 2017). In fact, many CAs 
were discontinued particularly due to their inability to adequately respond to varying user input (Ben 
Mimoun et al., 2012). As anticipating user requests for natural language software is a challenging 
endeavor due to the unpredictability of such interactions, situations where a CA needs to provide some 
kind of fallback response are likely to occur and could remind users that they are still interacting with 
a machine that has limited capabilities (Ashktorab et al., 2019). Such failure to provide a meaningful 
reply might be detrimental to perception of humanness and further positive effects, thus diminishing 
the impact of social cues incorporated in the agent’s design. In short, the impact of response failure on 
the perception of anthropomorphic CAs represents a substantial practical design problem for which we 
yet lack a solid understanding. 
In our study, we seek to address this research gap by investigating the impact of response failure, 
understood as the inability of a CA to meaningfully respond to a valid user’s request, on user 
perception with the following research question: How does failure to provide a meaningful response 
influence user perception of anthropomorphic CAs in a service encounter? Drawing on extant studies 
on anthropomorphic design of CAs, Social Response Theory and Theory of Uncanny Valley as two 
key theories on human perception of and interaction with human-like artifacts, we develop a research 
model comprising eight hypotheses and test it in a 2x2 experiment with n = 169 participants. Our 
research makes three main contributions: First, it advances our understanding of the influence of 
response failure due to limited conversational capabilities on the perception of humanness and 
uncanniness (i.e. the feeling of strangeness due to inhuman qualities of an anthropomorphic artifact) of 
an agent. Second, the study demonstrates the positive (negative) impact of humanness (uncanniness) 
on familiarity (i.e. the degree to which users feel acquainted with the agent) and service satisfaction 
(i.e. the satisfaction of users with the agent’s service encounter and interaction). Third, our experiment 
allows to better understand the magnitude of the effect of modest response failure on user perception 
of the CA, particularly depending on the agent’s machine- or human-like design.  
We continue by outlining related work providing the theoretical background for our work. Afterwards, 
we derive eight hypotheses, introduce our research model, and describe the design of the experiment. 
We then present the results, discuss implications for the design of human-like CAs, and highlight 
limitations as well as directions for future research before closing with concluding remarks. 

2 Related Work and Theoretical Background 
The idea to interact with technology via natural language instead of graphical user interfaces emerged 
already in the 1960s (Weizenbaum, 1966). However, it regained interest just a few years ago when 
advances in natural language processing and machine learning substantially increased the 
(conversational) capabilities of such technologies (McTear, 2017). Today, conversational agents, 
defined as software with which users interact through natural language (McTear et al., 2016), are 
increasingly permeating our private and professional lives (Maedche et al., 2019) in various areas, 
such as customer service (Hu et al., 2018), marketing and sales (Vaccaro et al., 2018), human 
resources (Diederich et al., 2020), financial advisory (Dolata et al., 2019), or education (Crockett et 
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al., 2017). In addition to these application areas, different forms of CAs can be distinguished by their 
primary mode of communication and embodiment. In general, technology interaction through natural 
language can take place in spoken form, such as with Amazon’s Alexa or Apple’s Siri, or via written 
text like with chatbots on company websites or social media (Gnewuch et al., 2017). Furthermore, 
CAs can be physically embodied like service robots (Stock and Merkle, 2018; Stock et al., 2019), have 
a virtual static avatar (Wünderlich and Paluch, 2017), a virtual interactive avatar (Beer et al., 2015), or 
be disembodied, i.e. without any form of avatar at all (Araujo, 2018). In this study, we focus on a CA 
with which users communicate via written text (chatbot) and a static virtual avatar (image) in a 
customer service context. 

2.1 Conversational Service Agents and their Responsiveness 
Customer service is currently one of the most popular application areas for CAs in enterprises where 
such agents can fulfill requests like handling complaints or providing product information (Gnewuch 
et al., 2017; Diederich et al., 2019b). While current CAs primarily cover rather simple, frequent, and 
repetitive service requests, they are expected to support or even fully assume increasingly complex 
tasks currently performed by human service personnel (Verhagen et al., 2014; Marinova et al., 2017). 
As technological components of service systems, CAs are positioned between current service 
technology that is always available but lacks the feeling of a human interaction, such as online portals 
for self-service, and human service provision, offering a personal contact but with limited availability. 
In practice, different examples for CAs in a service context can be found across industries (Oracle, 
2016). For example, the American railroad company Amtrak introduced the virtual agent “Julie” 
which now answers more than five million customer requests per year (NextIT, 2018). Similarly, the 
clothing brand H&M offers an artificial sales agent that provides individual product recommendations 
which can be directly purchased from the company’s online store (Morana et al., 2017). This 
popularity is further underlined by the example of Facebook where more than 100.000 agents were 
deployed in the first year after opening the Messenger platform (Johnson, 2018). 
Despite their popularity and success stories, many CAs fell behind high expectations in the past (Luger 
and Sellen, 2016) and were often discontinued because of flaws related to their design (Ben Mimoun 
et al., 2012). In an assessment of 80 conversational agents on French commercial websites, Ben 
Mimoun et al. (2012) identified inadequate appearance and a lack of interactivity as well as 
intelligence as reasons for CA failure. The authors argue that a mismatch between the human-like 
appearance of CAs and their actual service possibilities as well as competence leads to negative 
customer reactions due to unfulfilled, high expectations. Likewise, Luger and Sellen (2016, p. 5286) 
find “user expectations dramatically out of step with the operation of the systems, particular in terms 
of known machine intelligence, system capabilities and goals”. Hence, both studies suggest a gap 
between user expectations and technical capabilities as a main reason for negative perception of CAs 
and suggest different design approaches to manage user expectations more adequately. 
Against this background, Følstad and Brandtzæg (2017) emphasize that a natural language interface 
resembles a blank canvas where the capabilities of the system are mostly hidden from the user and that 
designers need to anticipate a much larger variety of input compared to graphical user interfaces. 
Consequently, the authors argue that fallbacks in a conversation are likely to occur (Følstad and 
Brandtzæg, 2017). Similarly, Go and Sundar (2019) highlight that equipping a CA with the ability to 
provide meaningful responses, contingent on what has already been communicated in a conversation, 
represents a substantial design issue.  
Overall, we observe a growing popularity of CAs in a service context yet the implementation of 
sufficient conversational capabilities to respond to highly varying user input is a major design 
challenge and leaves room for response failures in the interaction. 
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2.2 Social Response Theory and the Uncanny Valley in the Context of CAs 
A key theory underlying the design of and interaction with CAs is Social Response Theory (Reeves 
and Nass, 1996; Nass and Moon, 2000). Social Response Theory posits that humans apply social rules 
as well as expectations to technology that exhibits traits or behavior usually associated with humans 
(Nass and Moon, 2000). In a set of experiments, Nass and Moon (2000) discovered that humans 
overuse social categories, such as gender, and social behaviors, for example reciprocity, in an 
interaction with a human-like artifact. According to the researchers, the more human characteristics 
are present in a technological artifact, the stronger it leads to social responses (Nass and Moon, 2000). 
As CAs typically exhibit a variety of social cues (Feine et al., 2019), ranging from basic cues like the 
interaction via natural language and turn-taking in a conversation to more complex ones, such as 
understanding and expressing emotions, they trigger substantial social responses by humans. As 
suggested by Seeger et al. (2018), anthropomorphic design of CAs comprises social cues in three 
different dimensions: A human identity (e.g. age, gender, ethnicity), verbal cues (e.g. syntax and word 
variability or the use of self-references in a conversation), and non-verbal cues (e.g. response delays to 
indicate thinking or the use of emoticons to express emotions). In short, designers have various social 
cues at their disposal to make CAs seem as human-like as possible (Feine et al., 2019).  
Recent experiments on the perception of anthropomorphic CAs have discovered mostly positive 
effects of a human-like design on aspects, such as social presence (Pereira, Prada and Paiva, 2014), 
trustworthiness (Araujo, 2018), persuasiveness (Diederich et al., 2019d), enjoyment (Liao et al., 2018), 
or service satisfaction (Gnewuch et al., 2018). However, some studies also indicate unintended 
negative effects. For example, Wünderlich and Paluch (2017) describe a risk of perceived uncertainty 
as to whether the user interacts with a machine or an actual human. Furthermore, Sohn (2019) 
discovers increased privacy concerns due to the mere presence of an anthropomorphic agent on an e-
commerce website. In addition, Seeger et al. (2018) assume a negative effect on the perception of 
anthropomorphism in a CA when a CA includes social cues from all three aforementioned dimensions. 
Thus, the authors suggest to find an appealing combination of social cues instead of a “more is more” 
approach. 
In this context, Mori (1970; 2012) hypothesized on the relationship between human-like objects and 
affinity (or familiarity, as it is often translated from the original Japanese manuscript) in the Theory of 
Uncanny Valley. The theory, originally from the field of robotics, posits that there is no linear 
relationship between human-likeness of an object and positive emotional responses by humans to it, 
but that a sharp drop in affinity or familiarity exists before the object becomes fully human-like. 
MacDorman et al. (2009, p.2) describe this as a shift of human attention from the human-like qualities 
to the aspects that seem to be inhuman by stating that “as something looks more human it looks also 
more agreeable, until it comes to look so human that we start to find its nonhuman imperfections 
unsettling”. This negative reaction termed as the Uncanny Valley comprises strong feelings of 
uncanniness due to the nonhuman imperfections of an object (MacDorman et al., 2009). Figure 1 
depicts the Uncanny Valley as conceptualized by Mori et al. (2012). 

 
Figure 1. The Uncanny Valley (Mori et al., 2012) 
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In the remainder of this study, we consider the ideas of Social Response Theory and the Theory of 
Uncanny Valley to explore the effects of practical response failures on the perception of human-like 
CAs in a service context. 

3 Hypotheses and Research Model 
Our study aims for a better understanding of the impact of response failure by a human-like 
conversational agent in a natural language dialogue. For this purpose, we propose a research model 
comprising eight hypotheses.  
Drawing on Social Response Theory (Reeves and Nass, 1996; Nass and Moon, 2000), a human-like 
appearance and behavior by a technological artifact triggers social responses in humans. As Nass and 
Moon (2000) argue, the more technological artifacts, such as a computer, exhibit human-like 
characteristics, the more likely they trigger social reactions. In the context of CAs, emerging studies 
on anthropomorphic design indicate that social cues lead to perception of humanness in the interaction 
(Wünderlich and Paluch, 2017; Feine et al., 2019). In line with these studies and Social Response 
Theory, we first hypothesize: 
H1: Social cues have a positive impact on humanness of the agent. 
Second, we propose that an appealing combination of different social cues, comprising a human 
identity of the agent as well as verbal and non-verbal cues (Seeger et al., 2018), reduces feelings of 
uncanniness when interacting with the agent. Different studies on anthropomorphic design indicate 
positive effects of social cues, such as on likability (Bickmore and Picard, 2005; Cowell and Stanney, 
2005), trust (Nunamaker et al., 2011; de Visser et al., 2016) or enjoyment (Qiu and Benbasat, 2010). 
Thus, we suggest that social cues reduce feelings of uncanniness when interacting with an 
anthropomorphic agent.  
H2: Social cues have a negative impact on uncanniness of the agent. 
Against the background of the Theory of Uncanny Valley, Mori et al. (2012, p. 98) hypothesize that a 
“person’s response to a humanlike robot would abruptly shift from empathy to revulsion as it 
approached, but failed to attain, a lifelike appearance”. While there can be many reasons why a CA 
may not be able to sustain a human-like appearance in a dialogue (e.g. due to the imperfect 
representation an interactive, human-like avatar (Seymour et al., 2018), we argue that one of the most 
likely reasons is the inability to provide a meaningful response due to the complexity and 
unpredictability of user input in a natural language interaction (Følstad and Brandtzæg, 2017). As a 
result, this failure to respond would abruptly shift a user’s attention to the fact that she or he is in fact 
not interacting with an actual human, thereby decreasing the perception of humanness in the 
conversation:  
H3: Response failure has a negative impact on humanness of the agent. 
Similarly, we expect an agent’s inability to provide a meaningful response to induce feelings of 
uncanniness (Tinwell and Sloan, 2014) as it constitutes a strange situation that does not conform with 
the users expectations towards a human-like conversation (Luger and Sellen, 2016). Thus, we 
formulate our fourth hypothesis as follows: 
H4: Response failure has a positive impact on uncanniness of the agent. 
Furthermore, anthropomorphized artifacts have been known for their ability to induce feelings of 
familiarity (Epley et al., 2007) because social cues make it easier for the user to connect with the 
technology, potentially even on a personal level (Burgoon et al., 2000), and feel at ease with the 
artifacts form and function (Duffy, 2003). This relation is further conceptualized in the Theory of 
Uncanny Valley (Mori, 1970; Mori et al., 2012) where familiarity increases steadily until the valley is 
reached. Hence, we suggest that perception of humanness in an artifact positively impacts familiarity:  
H5. Humanness has a positive effect on familiarity of the agent. 
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Next, we consider the relation between uncanniness and familiarity. Based on a similar reasoning as 
for the fifth hypothesis, we argue that feelings of uncanniness in the interaction are detrimental to 
familiarity in line with the Theory of Uncanny Valley (Mori, 1970; Mori et al., 2012). As uncanniness, 
manifested in feelings of for example strangeness or eeriness during the interaction with an 
anthropomorphic agent, contributes to a negative user perception (Tinwell and Sloan, 2014), it 
diminishes the perception of the agent as familiar: 
H6: Uncanniness has a negative impact on familiarity of the agent. 
Finally, different studies on CAs in a service context argue for a positive relation between the 
perception of humanness as well as related social responses as postulated in Social Response Theory 
(Nass and Moon, 2000), on service satisfaction, which is of particular importance in online service 
encounters. In this context, Gnewuch et al. (2018) for example found that dynamic response delays to 
indicate thinking and typing of an agent response (Gnewuch et al., 2018) lead to an increased feeling 
of humanness and service satisfaction. Similarly, Diederich et al. (2019c) find a positive impact of a 
sentiment-adaptive CA design to emulate human empathy on satisfaction of customers with a service 
encounter. Thus, we hypothesize that humanness in a service encounter positively impacts satisfaction 
and, similarly, that negative feelings of uncanniness are detrimental to service satisfaction: 
H7: Humanness has a positive impact on service satisfaction. 
H8: Uncanniness has a negative impact on service satisfaction. 
Figure 2 summarizes our eight hypotheses and visualizes the research model for our study. 

 
Figure 2.  Research model 

4 Research Design 
We tested our hypotheses regarding anthropomorphic design and response failure in an online 
experiment with a text-based CA. To provide a familiar and understandable context and task, we 
selected a customer service setting with an online retailer. In the following, we describe the data 
collection procedure and sample, the four experimental conditions, the manipulation check, as well as 
the measures used in the post-experimental survey. 

4.1 Data Collection Procedure and Sample 
The participants of our experiment were asked to interact with a virtual service agent of a fictitious 
online retailer to track and cancel an existing order as well as to ask for a confirmation. Every 
participant received a link to a briefing website in which we described the context of the experiment 
(online retailer), the structure (interaction with a virtual customer service agent followed by a 
questionnaire) as well as the participant’s tasks. The tasks comprised contacting the service agent and 
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finding out the current order status for a given identification number, authenticating with the agent, 
asking for order cancellation as well requesting a confirmation via e-mail. Similar to recent studies on 
CAs (e.g. Gnewuch et al. (2018), Diederich et al. (2019c)), we selected a rather specific set of tasks to 
enable a structured, comparable dialogue across the conditions and contribute to the responsiveness of 
the agent in the interaction. After successful completion of the last task, the CA provided a link to the 
questionnaire. Overall, participation in the experiment took around nine minutes per person. Our 
sample has a size of n = 169 with the participants’ ages ranging from 19 to 59 years (mean: 27.8 years) 
and a share of 40.6% female persons. Four participants provided straight-line answers and were thus 
removed from the sample, decreasing the final sample size to n = 165. A monetary compensation was 
not provided for participation in the experiment. The participants were recruited from personal 
networks and comprised mainly students from a German university. 

4.2 Experimental Conditions 
For the experimental conditions, we designed four instances of a CA using the natural language 
platform Dialogflow by Google (2019). Dialogflow provides the technical capabilities to detect a 
user’s intent from a natural language statement and formulate a response. All instances received the 
same set of training phrases. We varied the design and responsiveness as visualized in Figure 3. 
 

 
Figure 3. Experimental conditions 

The two instances with a human-like design received a set of social cues to make the agents appear 
human-like (Figure 4). Against the background of the three anthropomorphic design dimensions 
proposed by Seeger et al. (2018), we provided the agent with a comic-like avatar of a female customer 
service employee (Gong, 2008), gave it a human name (Cowell and Stanney, 2005) and a gender 
(Nunamaker et al., 2011) to establish a human identity.  

 
Figure 4.  CA with human-like design and without response failure (condition 4) 



Diederich et al. / Response Failure of Anthropomorphic Agents 

Twenty-Eighth European Conference on Information Systems (ECIS2020), Marrakesh, Morocco. 8 
 

We further integrated self-references (Sah and Peng, 2015), self-disclosure (Schuetzler et al., 2018), a 
personal introduction and greeting (Cafaro et al., 2016), and variability in syntax as well as word 
choice for the agent’s responses (Seeger et al., 2018) in terms of verbal cues. With regard to non-
verbal cues, we added dynamic response delays to indicate thinking and typing of replies (Gnewuch et 
al., 2018) in combination with blinking dots (de Visser et al., 2016) as well as the use of emoticons to 
express emotions (Wang et al., 2008).  
With regard to the second dimension, response failure, we designed the agent in conditions 1 and 2 to 
indicate a lack of understanding at one point in the interaction. When the participants in those 
conditions requested to cancel the given order, the agent politely responded that it did not understand 
the user’s input and asked for reformulation of the request for two times. After the participant entered 
the request for order cancellation a third time, the agent provided a meaningful response and 
confirmed the cancellation. Table 1 shows the agent’s responses in the two conditions with low 
responsiveness. 
 

Iteration Condition 1 (few social cues) Condition 2 (many social cues) 

1 “Unfortunately, I do not 
understand your request.” 

“Unfortunately, I do not understand your request. Can you 
please reformulate it? 

2 “Unfortunately, I do not 
understand your request.” 

“I am so sorry, but I do not understand what you are 
saying. Can you please formulate it differently?” 

3 “Your order is now cancelled.” “All right, I cancelled the order in our system. Do you 
need further support? 

Table 1.  Agent statements with response failure (translated to English) 

4.3 Manipulation Check 
To check whether the manipulation of the responsiveness dimension was successful in the sense that 
participants only received meaningless responses as intended without a multitude of further fallback 
replies, we analyzed the conversation data provided by Google Dialogflow. Reviewing the interactions 
with the agents in the four conditions showed that in most cases the agents demonstrated the 
communication behavior as intended with an overall average of additional conversational fallbacks of 
around 1.5 responses per interaction. All conditions showed similar average fallbacks between 1.7 and 
1.4 messages, comprising situations in a dialogue where the agent did not understand a user’s intent. 
Thus, only a minimal number of fallbacks, similar across all groups, existed in the interactions. 

4.4 Measures 
Every participant was asked to complete a survey to measure perceptions of humanness, uncanniness, 
familiarity, and service satisfaction. We used established measurement instruments for the four 
constructs. Humanness and familiarity were both measured on a 9-point semantic differential scale 
with items from Holtgraves and Han (2007) and MacDorman (2006) respectively. To measure feelings 
of uncanniness, we adapted a 7-point Likert scale based on the studies by MacDorman et al. (2009) 
and Tinwell and Sloan (2014). Similarly, service satisfaction was measured on a 7-point Likert scale 
using items from Verhagen et al. (2014). Furthermore, we collected demographic information (age, 
gender) and information on the frequency of digital assistant use (e.g. Siri, Alexa, and chatbots). 
Finally, we asked for free form feedback on the perception of the agent. We added attention checks by 
inverting two items in the survey. 
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Constructs and items Loadings Scale and source 

Humanness (a = .904, CR = .927, AVE = .680) 
Extremely inhuman-like – extremely human-like 
Extremely unskilled – extremely skilled 
Extremely unthoughtful – extremely thoughtful 
Extremely impolite – extremely polite 
Extremely unresponsive – extremely responsive 
Extremely unengaging – extremely engaging 

 
.887 
.882 
.853 
.671 
.821 
.816 

9-point semantic  
differential scale  

(Holtgraves  
and Han 2007) 

Uncanniness (a = .911, CR = .932, AVE = .698) 
I perceived the agent as eerie. 
I perceived the agent as inhuman-like. 
I perceived the agent as strange. 
I perceived the agent as unappealing. 
I perceived the agent as inclement. 
I perceived the agent as unpleasant. 

 
.665 
.784 
.880 
.909 
.853 
.895 

7-point Likert scale 
(MacDorman et al., 

2009; Tinwell and Sloan, 
2014) 

Familiarity  
Extremely strange – extremely familiar 

 
n/a 

9-point semantic  
differential scale  

(MacDorman, 2006) 

Service Satisfaction (a = .888, CR = .931, AVE = .819) 
How satisfied are you with the agent ‘s advice? 
…the way the agent treated you? 
…the overall interaction with the agent? 

 
.914 
.854 
.944 

7-point Likert scale  
(Verhagen  
et al. 2014) 

Table 2.  Constructs, items, and factor loadings 

Table 2 shows the constructs, items, and factor loadings as well as Cronbach’s a, composite reliability 
(CR) and average variance extracted (AVE). Following the suggestions by Gefen and Straub (2005), 
items with loadings larger than .60 were used in the analysis. Humanness, uncanniness, and service 
satisfaction showed sufficient values for CR (larger than .80), Cronbach’s a (larger than .80) as well 
as AVE (larger than .50) considering the levels proposed by Urbach and Ahlemann (2010). 

5 Results 
We tested our hypotheses on the impact of response failure in combination with human-like CA 
design in a service context using partial least squares (PLS). The correlations between the latent 
variables are shown in Table 3 with square roots for AVE displayed in the diagonal. 
  

Familiarity Humanness Service Satisfaction Uncanniness 
Familiarity 1,000    

Humanness 0,816 0,825   

Service Satisfaction 0,751 0,891 0,905  

Uncanniness -0,769 -0,777 -0,746 0,835 

Table 3.  Correlation matrix 

We calculated the significance of path coefficients with a bootstrapping resampling approach with 
5,000 samples (Chin, 1998). The resulting path coefficients, R2 values for the dependent variables as 
well as significance levels are shown in Figure 5. All analyses were carried out using SmartPLS 3.  
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Figure 5.  PLS structural model (n = 165) 

The paths between social cues and humanness as well as uncanniness show significant relationships. 
In line with Social Response Theory, we find empirical evidence that social cues positively impact 
humanness of an agent (Social Cues → Humanness, β = 0.462, p £ .001), thus confirming our first 
hypothesis. Furthermore, a human-like design with social cues has a negative impact on uncanniness, 
providing support for the second hypothesis (Social Cues → Uncanniness, β = -0.531, p £ .001). With 
regard to response failure, we observe a negative impact on humanness (Response  
Failure → Humanness, β = -0.350, p £ .001) and a positive impact on uncanniness (Response Failure 
→ Uncanniness, β = 0.196, p = .004), as stated by hypotheses three and four. Our data further 
indicates a positive impact of humanness on familiarity with the agent (Humanness → Familiarity, 
 β = 0.563, p £ .001) and a negative impact of uncanniness (Uncanniness → Familiarity, β = -0.329,  
p £ .001) as proposed in hypotheses five and six. Finally, we find support for the impact of humanness 
and uncanniness on service satisfaction: Humanness positively contributes to satisfaction  
(Humanness → Service Satisfaction, β = 0.787, p £ .001) while uncanniness has a detrimental 
influence on service satisfaction (Uncanniness → Service Satisfaction, β = -0.134, p = .017).  
To complement the results for our model, we analyzed the effect of the control variables that 
comprised demographic information of the participants (age, gender) as well as prior experience with 
digital assistants and chatbots. However, the variables did not exhibit significant paths to the latent 
variables. Furthermore, we assessed the size of direct effects with the f2 values. Using the levels by 
Cohen (1988), we interpreted values of 0.02, 0.15, and 0.35 as small, medium, and large sizes 
respectively. All significant relationships had effect sizes that exceeded the small effect threshold. 
 

Small effect 
(f2 ³ 0.02) 

Medium effect 
(f2 ³ 0.15) 

Large effect 
(f2 ³ 0.35) 

Response Failure →  
Uncanniness 
Uncanniness →  
Service Satisfaction 

Response Failure →  
Humanness 
Uncanniness →  
Familiarity 
Social Cues →  
Humanness 

Humanness →  
Familiarity 
Humanness →  
Service Satisfaction 
Social Cues →  
Uncanniness 

Table 4. Effect sizes for significant paths according to the levels by Cohen (1988) 



Diederich et al. / Response Failure of Anthropomorphic Agents 

Twenty-Eighth European Conference on Information Systems (ECIS2020), Marrakesh, Morocco. 11 
 

Direct effects with a small size comprise the paths between response failure and uncanniness (f2 = 
0.054) as well as uncanniness and service satisfaction (f2 = 0.036). Medium-sized direct effects include 
social cues (f2 = 0.0313) and response failure (f2 = 0.175) to humanness as well as uncanniness to 
familiarity (f2 = 0.155). Large effect sizes can be observed from social cues to uncanniness (f2 = 0.407) 
and from humanness to familiarity (f2 = 0.453) as well as to service satisfaction (f2 = 1.24). 
Finally, we indicatively compared the differences of the means for the latent variables to investigate 
whether a strong negative emotional response as postulated in the Uncanny Valley Theory can be 
observed. Our dataset indicates that participants who received a design with many social cues showed 
substantially stronger negative reactions (D = 1.59) to response failure with regard to familiarity than 
participants that interacted with a machine-like CA with few social cues (D = 0.42) while the 
differences between the means for humanness (D = 1.44, D = 1.15), uncanniness (D = -0.66, D = -0.28) 
service satisfaction (D = 1.11, D = 1.97) were comparatively smaller.  

 
Figure 6. Mean values differentiated by social cues (dotted lines indicate conditions 1 and 3) 

6 Discussion  
Our study provides empirical evidence for the negative impact of response failure of CAs in a service 
context on the perception of humanness as well as a positive influence on unintended uncanniness of 
an agent. Furthermore, the main results show a positive impact of humanness in a service encounter on 
familiarity and satisfaction as well as a detrimental impact of uncanniness on these variables. In the 
following, we discuss implications of our results for research on anthropomorphic CA design as well 
as CA design in practice, indicate limitations, and suggest opportunities for future research. 

6.1 Implications for Research on Anthropomorphic CAs 
The results of our experiment emphasize a substantial negative impact of response failure of a CA on 
user perception in the context of a service encounter and are thus in line with recent research that 
highlights the importance of sufficient conversational capabilities of CAs (Følstad and Brandtzæg, 
2017; Gnewuch et al., 2017; Schuetzler et al., 2018). Participants that interacted with a CA that 
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exhibited response failure indicated a lower perception of humanness, familiarity, and service 
satisfaction as well as increased uncanniness of the agent. Even if the response failure in conditions 1 
and 2 can be considered rather modest and the CA in all cases was ultimately able to complete the 
user’s service request, the negative impact on user perception was substantial. The qualitative, free-
form feedback on the CA’s design underlines this effect. For example, participants that interacted with 
a CA with response failure stated that they perceived it as “incomplete” or criticized that they had to 
“ask for order cancellation a thousand times”. Furthermore, one participant commented that “What is 
the purpose of the nice design if the computer does not understand me?”. Thus, the CA’s failure to 
respond was immediately recognized by the participants in the respective experimental conditions. 
Considering the results from our analysis of direct effect sizes (Table 4), even a rather modest failure 
to respond in the conversation led to a medium-sized detrimental effect on the perception of 
humanness of the agent. Interestingly, the large variety of social cues incorporated in the design of the 
human-like agent (conditions 2 and 4) exhibited a comparable effect size on humanness. Our 
experimental data indicates that even small response failure leads to a substantial negative effect on 
humanness with an effect size comparable to impact of the rich social cues on humanness of the agent. 
Our experiment therefore underlines the importance of managing and matching (high) user 
expectations when designing (anthropomorphic) CAs as suggested by Luger and Sellen (2016). 
With regard to a potential Uncanny Valley-effect (Figure 1), our data does not exhibit a sharp drop in 
familiarity or increase in uncanniness of the magnitude posited by the original theory. While a 
substantial negative impact on user perception of response failure can be observed in our data, the 
mean values for familiarity (uncanniness) are still higher (lower) in the conditions with a human-like 
design with many social cues than in those with a machine like design with few social cues (Figure 6). 
Interestingly, however, the difference in familiarity depending on response failure seems to be larger 
for the human-like CAs (D = 1.59) than the difference for the CAs with a machine-like design (D = 
0.42). This could be in line with a small decrease in familiarity at the beginning of the Valley’s sharp 
drop. Drawing on the, admittedly conceptual, idea of Mori's (1970) theory, our data could indicate that 
current anthropomorphic designs of CAs may achieve a level of human-likeness close to the beginning 
of the Uncanny Valley yet not reaching it. Alternatively, there could be a differently structured curve 
that describes the relationship between familiarity and human-likeness for CAs as MacDorman (2006), 
for example, report in their analysis of human reactions to robot video clips. 

6.2 Implications for CA Design in Practice 
Three practical implications for the design of anthropomorphic CAs, particularly in a service context, 
can be drawn from these results: First, the perception of humanness of a conversational service agent, 
enabled by a rich combination of social cues, positively contributes to familiarity and, in particular, 
service satisfaction. These results are in line with the findings of for example Gnewuch et al. (2018) or 
Diederich et al. (2019c). According to our data, crafting CAs with an appealing human-like 
representation and behavior is thus generally desirable in a service context. 
Second, equipping the CA with sufficient conversational capabilities to mitigate and adequately 
handle response failures should be a key consideration when designing an agent due to the substantial 
negative impact of even modest response failures. While the designer’s task of anticipating a wide 
variety of user input is admittedly a challenging one (Følstad and Brandtzæg, 2017), treating 
conversations as the core object of a CA’s design is essential to build agents that fulfill user 
expectations and are able to maintain a human-like behavior (Clark et al., 2019). Furthermore, 
designers should carefully reflect on and select coping strategies to handle unanticipated situations in a 
conversation (see for example Ashktorab et al. (2019) for an overview and initial evaluation).  
Third, due to the absence of very strong negative effects as posited by the Theory of the Uncanny 
Valley, a human-like design is favorable even if small response failure may take place. Accordingly, 
with response failures still occurring in practice, equipping the CA with various social cues seems to 
be nonetheless advantageous, at least for a modest number of conversational fallbacks 
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6.3 Limitations and Opportunities for Future Research 
Our research exhibits different limitations and indicates opportunities for future research on 
anthropomorphic CA design. The experimental setting offered the benefit of control yet lacked realism 
(Dennis and Valacich, 2001). Similar to other studies on CA design, we provided the participants with 
a set of rather specific tasks. Hence, we were able to create a setting in which the agent consistently 
failed to provide a meaningful response for around two times, which allowed us to better understand 
the impact on user perception of the agent by comparing the experimental groups. However, in a 
practical interaction with a CA, response failures are likely to occur with different frequency 
depending on the agent’s design. In addition, other reasons for response failure exist like spelling 
errors by a user or out-of-context questions, which were not in the scope of this experiment yet 
represent a worthwhile opportunity for future research. A further limitation exists with regard to our 
measurement of familiarity, which was based on a single item as done in other studies, such as 
(MacDorman, 2006). In addition, our experiment was conducted in a specific context (customer 
service of an online retailer) with users expecting the agent to be able to fulfill their rather trivial 
service request (order cancellation). Therefore, we suggest that future studies explore the impact of 
response failure in different, potentially more complex (service) contexts and, in particular, in 
situations where the agent is not able to ultimately fulfill a customer’s request.  
Furthermore, our findings concerning the rather strong detrimental impact of agent response failures in 
a conversation offer two directions for future studies. First, design-oriented research can be conducted 
to investigate how response failure can be mitigated, such as by providing a more transparent structure 
with the agent or having the CA suggest answers in the interaction as frequently done in practice by 
means of quick reply buttons, thereby leading the conversation in a direction where the agent is able to 
provide relevant responses again. Second, different approaches in a service context to react to 
unexpected input can be conceptualized and empirically tested, such as polite and personal context-
specific fallback responses or offering the possibility to contact a human service employee. 

7 Concluding Remarks 
CAs in organizational contexts promise to provide automated service that is always available and 
resembles the feeling of a human interaction. However, the limited capabilities of current agents often 
lead to situations in which agents fail to provide meaningful replies in a service encounter. As such 
response failures may negatively impact the perception of anthropomorphic CAs and are neglected in 
current research, we conducted an experiment to better understand the relationship between response 
failure and user perception of CAs.  
Our findings provide evidence for the detrimental impact of modest response failures on the 
perception of humanness and uncanniness and highlight the positive (negative) impact of humanness 
(uncanniness) on familiarity and service satisfaction. Furthermore, our data does not indicate a very 
strong negative emotional reaction to response failure as proposed by the Uncanny Valley, but 
highlights a comparatively moderate negative effect. The findings from our experiment have 
implications for research, especially regarding the Uncanny Valley-effect in the context of 
anthropomorphic CAs. Our results further provide practical insights by confirming the positive impact 
of human-like CA design for innovative service provision and by emphasizing the need to mitigate 
response failures in natural language interactions. 
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